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Monte Carlo studies of Mott scattering asymmetries from gold foils
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We present the results of a series of model Monte Carlo calculations of the scattering of spin-polarized
electrons from gold foil targets. Our calculations examine the behavior of the left-right scattering asymmetry A
as a function of various parameters conventionally used in extrapolation of the left-right asymmetry to single-
atom and/or elastic scattering conditions. These parameters include target thickness, scattered count rate, and
the maximum energy that an electron can have lost in the target and still be detected. Data are obtained at
incident electron energies of 10—120 keV, with detector-subtended half-cone angles of 5°, 10°, and 20°, and
gold foils of average thickness varying from 3 to 1000A. Both elastic and inelastic electron scattering effects
have been considered. Comparisons of our results are made with existing measurements and theoretical mod-
els. We make recommendations concerning extrapolation algorithms and for future experiments to test the
present Mott scattering Monte Carlo model.
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I. INTRODUCTION have been made by Mayet al.[3], Gayet al.[4], Fletcher,
Gay, and Lubel[5], Jost[6], Hodgeet al.[7], and Campbell
The standard method of measuring the spin polarizatiort al.[8]. These investigators used both high-energy conven-
of a collimated electron beam involves Mott scattering fromtional and concentric-cylinder Mott polarimeters. Similarly,
high-Z targets[1]. Gold (Z=79) is the most popular target more compact(spherical-typg “mini-Mott” polarimeters
material, as it is easy to obtain and to make into foils. It ishave been developed by Dunning and co-worker&Q|.
also inert and thus nonoxidizing. Thorium and uranium, hav- This paper addresses experimental problems associated
ing a higherz, provide a higher sensitivity, but they are not with the accurate extrapolation of single Mott scattering
as accessible as gold and are not as easily fabricated inesymmetriesA to their “true” value (=A,e, Which is as-
foils. While recent improvements in measuring the analyzingsociated with elastic scattering from a single atom. Our work
power of a Mott polarimeter have been made by Gellrich ands motivated by the empirical studies of Gat al. [4],
Kessler, who used double-scattering technigl®s efforts  Fletcher Gay, and Lube|b], and Campbelét al. [8]. These
still need to be made to make Mott polarimetric measureauthors investigated the behavior Afas a function of foil
ments absolute in the more common and easier-to-use singlerickness(t), the maximum energy an electron can have lost
scattering setups. In the last 20 years, experimental studies bo the foil and still be detectett), and the scattered electron
improve the accuracy of single-scattering Mott polarimetersount rate(N). They also considered the theoretical bases
used in extrapolating measured valuesfofo A,e. In the
most recent analyses by Gayal. [4] the following conclu-
*Present address: Physics Department, California Institute o$ions regarding extrapolation methods were reached.

Technology, Pasadena, CA 91125. (i) Deviation of A from Ay is “due to plural elastic
"Present address: Physics Department, Stanford University, Stascattering compounded with small-angle inelastic multiple
ford, CA 94305. scattering.” “Plural” scattering involves several large-angle
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scattering events, whereas “multiple”scattering involves a SCATTERING PLANE
large number of small-angle collisions.

(ii) The appropriate procedure for obtainiAg,e is anA
vs t extrapolation at any value with a foil thickness range
such thatA vst is demonstrably linear, i.e., the extrapolated
value of A att=0 is independent of any fitting function that
is first order int. This follows from their observation
that elastic plural scattering is the dominant process that
reducesA.

(iii) In the event thatA vs t is nonlinear, the functional POLARIZED gg;éﬁ?:k‘f
forms ELECTRON BEAM
DETECTOR
A(t)=a;+be ) . . . .
FIG. 1. Schematic drawing of a conventional Mott scattering
and apparatus using retarding potential discrimination of scattered
electrons.
A(t)=ap+b,N(t) 2

where Sy is the “effective” Sherman function for the com-

were recommended. He@, by, a,, by, andI' are con-  pjete polarimetefincluding the electron detection system
stants for a givene and incident electron enerd§. This  The value ofA depends orE, the foil thickness, the solid
follows from the observation that, even at value€ofhere angle of the detectordQ, ande. In the limit of t—0 and
Avst plots _showed noqlinear behavidk,vs N plots were . .0, S.«—S6,AQ), the elastic single-scattering Sherman
esgen_tlally linear, and yielded the best reduced chi-squarggnction averaged over the detector solid angle. Since plural
(x3) fit. N and multiple scattering degrade the observed left-right asym-

(iv) Under the conditions wher vst plots showed large  metry, S.,4<S The effects of plural/multiple scattering in
nonlinear behavioke.g., at lowE), N values were signifi-  solid targets are complicated to model analytically, but the
cantly removed from th&l=0 axis. This factor reduced the \onte Carlo method is ideally suited to investigate such pro-
precision ofA vs N extrapolations in determiningye. cesses. In the present analysis, we ignore effects due to in-

(v) In Eqg. (1) T' is approximately equal to the inelastic strumental asymmetrig4].
mean free pathX;) of electrons in the foil.

By making a Monte Carlo study of Mott scattering, where
Ayue IS @ known quantity, we can obtain insights into the
empirical extrapolation forms used to date. Moreover, the A. General
physical assumptions .used in the model calculations can be e quantum-mechanical description of the scattering of
altered, and the resulting _changes n the deper!denéeoof . spin-polarized electrons by single atoms requires the solution
N, e, andt analyzed, providing further insights into the foil ¢ e relativistic Dirac equatiofill]. The scattering is de-
scattering physics. The goal of this work is to provide suchyeijned by direct and spin-flip differential scattering ampli-

insights, and to critically evaluate the conclusions reached i‘?udesf(a) and g(0), respectively. Our model usdsS T
earlier investigations. and U parameters, which are derived from these scattering

amplitudes and their complex conjugates:

IIl. THEORETICAL BACKGROUND

Il. GENERAL EXPERIMENTAL CONSIDERATIONS

. . . i(fg*—f*
In the conventional Mott e!ectron polarimetry experi- 1(0)=|f|>+]g]?>, S()= (|f§|l T |g),
ments addressed here, a collimated beam of transversely 9
spin-polarized electrons is scattered by atoms in a foil or (4)
i i [f12—1gl? fg* +f*g
bulk target. The experiment measures the left-right electron T(6)= u(e)=
scattering intensity asymmet#yfor polar electron scattering [f]°+g]?’ [f]°+]g]?"

angles centered abodt(typically 1209, at azimuthal angles

centered abouth=0° and 180°, as shown schematically in Thusl(8)=do(6)/d(} is the elastic spin-averaged differen-
Fig. 1. With electrostatic retarding grids placed in front of thetial scattering cross sectiofDCS). The Sherman function
detectors, one can also conteglthe maximum energy loss S(6) is defined above. The DCS with polarized electrons can
electrons can have suffered in the target and still reach thee related td (6):

detector. The observed left-right asymmetry of scattered

electrons, a measure of the difference in electron fluence do(6,¢) .

scattered to the leftN, ) and right (Ng), is directly related to dQ =100,4)=1(6)(1=S(6)Pysin¢). ®)

the transverse electron spin polarization normal to the scat-

tering plane,P,,, by [11] Figure 2 illustrates the electron-atom scattering geometry.

N N The unit vectorf is perpendicular to the scattering plane
A=t R_p s (Et,0,A0,s), 3) defined byk andk’, the incident and scattered electron mo-

N +Ng menta, i.e.i=kxk’. The polarization vector of the incident
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plane as determined by multiple-scattering considerations.
The Wegener analysis yielded a functional dependende of
ont with the form

Atrue

A>T Eor

@)

whereb; is a constant.

The analytic method has the following disadvantadgs:
It is limited to largeE and smallt values, where double
scattering is a small first-order correctiofi.) It does not
explicitly consider inelastic scattering, which can be an im-

) ) portant procesgiii) It cannot be easily modified to take into
FIG. 2. Electron spin and momenta vector diagrams relevant Qccount the effect of finite-size detectors.

Mott scatteringsee text P, is the component d? perpendicular
to the scattering plane of the electron, definedkbgndk’. The
transverse polarizatio®, is the component of the electron spin
polarization vectorP perpendicular to the experimentally config-
uredyz scattering plane in Fig. P is initially set parallel toX in
our model.

Further progress was made by HniZd®] also using the
S T, U, and| values from Ref[18]. Hnizdo developed a
Monte Carlo algorithm in the energy range frofd
=46-290keV, with random-walk statistic§Gaussian
spreading to model multiple elastic electron scattering. For
multiple scattering, the electron is first deflected using a
random-walk algorithm without change of polarization. The
resulting Gaussian probability distributi@( 6) is character-
ized by a standard deviation spreadifgf):

electron,P, has a componem,, alongfi. The scattered elec-
tron polarizationP’ is given by[11]

_p2
[Pyt S(8)]A+ T(B)AX (PX )+ U(6)(AXP)] G(0)= 25 ex _‘Z) @3
- 1+P-A(0) ' (07 7709
©®  where
We use this equation to transform the componentB ofto <02>:n|j®92|(0)2773m( 0)do (8b)
P’ in terms of the body-centered coordinate system 0

{Ak’,Axk'} used after scattering from the initigframe-

i A R and
centered coordinatesh, k, andixKk.

f G(6)do=1. (80)
B. Previous theoretical models 0

Mott scattering in extended targets has been studied angere, n is the number density of atoms ahds the energy-
lytically by only a few authors, who were forced by the dependent elastic scattering path length of the electron in the
complexity of the problem to consider only elastic scatteringfoil. The electrons could suffer two distinct types of elastic
[12-15. With the advent of high-speed computers, thescattering: multiple scattering through an angl€ ®, and
Monte Carlo method of tracking electron trajectories is theplural scattering through the angte>®. The critical angle
best way to model scattering in foils, but to date it has only®, which demarcated these two scattering zones, was se-
been used for polarized electron scattering in two reports t@ected to be 20° for all incident energies, because the model
our knowledge, those of Hnizdd 6] and Qiao and Kakizaki was found to be insensitive 8 around this value.

[17]. Hnizdo’s calculations consider only elastic scattering, In Hnizdo’s Monte Carlo algorithm, the electron under-
and use only the target thickness as a parameter on which goes numerous large-angle scattering events separated by
can depend. Qiao and Kakizaki consider inelastic scatteringaths along which multiple scattering occurs. At each large-
in anad hocfashion and as such can stullys e as well as  angle scattering site, the probability of the electron reaching

t. In the case of analytic studies, the behaviorfofas a  the detector, a differential probability elemekP, is deter-
function oft has been considered by Wegeh&®]. Exten-  mined from

sions of this work were made by Wegenég], Greenberg

et al. [14], and Braicovich and de Michelid5]. They used 1 do(6,¢)
S T, U, andl from the screened-Coulomb calculations of AP(5"9’¢’):WU_E dQ

Holzwarth and Meistef18]. Owing to the complexity in

handling higher-order processes, these analytic investigationghereo, is the total elastic scattering cross section ans
were limited to double scattering only. Singularities in inte-the path length in the foil from the scattering point to the
grals occurring from contributions of electrons scattered intadetector. The quantityV is a statistical weighting factor that
0=90°, i.e., the plane of the foil, were suppressed by dis-decreases exponentially with the total path length that the
tributing these electrons over a finite range about the foiklectron travels in the foil. ThAP’s are summed for both

exp(—Noed), (9)
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detectors as the electron moves through the foil. A further TABLE I. Summary of theoreticgl19] angle-averaged Sherman
correction inAP was made for multiple-scattering processesfunction values for gold for variouk values, with detectors cen-
that could have occurred on the way out to the detector. Onljered about=120° and subtending half-cone anglestof ¢ at the
for plural scattering §>®) was the orientation of the elec- SOUrce.

tron’s spin changed, using E@). For multiple scattering

(0<0), the polarization was rotated using a linear approxi- Ao

mation to Eq.(6) depending on the multiple-scattering angle g (kev) 0° 5o 10° 20°

0[16]. The electron was forced to remain in the foil until its

running statistical weightV was reduced to a minimum pre- 10 —-0.262  -0.260  -0.254  -0.228

set value. The final summetlP( 4,6, ) values were then 20 —0.299 —0.298 —-0.294  -0.277

used to calculatd. 40 —0.338 —0.337 —0.334 —0.319
There are several problems with Hnizdo’s method. 60 —0.363 —0.362 —0.359 —0.344
(i) Itis clear that Hnizdo’s propagation of detection prob- 90 —0.389 —-0.387 —0.383 —0.368

abilities is unphysical. Realistically, an electron has one 100 —0.395 —0.394 —0.390 —0.374

chance of detection, and thus cannot be modeled by adding 120 —0.405 —0.403 —0.399 —0.383

sequentialA P( 8, 6, ¢) while it remains in the foil.
(i) While AP for electrons plurally scattered toward the (iil) We consider all elastic and inelastic scattering pro-
detector is reduced by a multiple-scattering correction, Hniz- gp

do's calculation does not take into account the possibility ofoee o> €9 We consider inelastic scattering using doubly
. o , X P Y Oldifferential cross sections derived from the Born approxima-
multiple scatteringnto the detector’s solid angle of accep-

tance [Note that Eq.(9) does not include\().] t|c_>r;]. For thelpredomukq)allwtly imkalbangle meollalstlc scattering
(iii ) The direction of electron spin after a collision is cor- with energy 10ss £L) below eV, our mode’ assumes a
. transformation ofP equal to that for elastic scattering at the
rected accurately only for plural scattering and not for mul-

) . ; ; . .~ same angle and incident enerfpf. Eq. (6)]. This is a rea-

tiple scattering where énear transformation algorithm is sonable approximation for small-scattering-angle. siall-

used. However, a large number of multiple scatterings with PP o g-angie, a .
) . R rocesses since the projectile electron experiences an atomic

small changes in electron spin polarization can accumulat®

: I A potential similar to that for elastic scattering. F&i
\?vz?sn;Tsth;@(/:Jgszzugs ggj\r;fgzﬁgth;hk?;é];}]anThls effect >1 keV, the electrons scatter into a “black hole” and are

(iv) The addition of multiple scatteringvith a linear po- Ioszilvyhfhgrﬁﬁe?c?vrg dlssglrse((:azsesde-%gnulrgr%rs gzgllol?tlggsgan q
larization changeduring the electron’s travel to a plural- P

scattering event with exact polarization change may posg'anbkle[llg] if\?ésthae :lljarﬁ::qc; T’O;Jihin?:glgﬁ:gg gtzrrf Iag_ea\llj;’f;'e d
problems in thin foils, since a single plural scattering may 9 y 9 9

occur more often depending on the inelastic scattering meaﬁherman function§(E, 6=120° A ) for detectors centered

free path\; (=1/no;; o; is the total inelastic cross section at 6=+ 120: with opening half angles af¢. We note that
(v) Finally, scattering of the electron via inelastic pro- S(E,0=120°A6) equalsAy,e whenP,=1.
cesses in the foil was not investigated.
The more recent calculations of Qiao and Kakizpki] B. Method
are similar to those of Hnizdo, but they make improvements The present method makes extensive use of numerical
on Hnizdo’s calculations by including the effect of inelastic algorithms in Ref.[20] and the random-number generator
scattering in a phenomenological way using a mean energyrogramraN2 [21] which was tested in preliminary studies
loss range in their Monte Carlo algorithm. They also improveby us to have a periodicity exceeding .30 events. It
on Hnizdo’s random-walk treatment of multiple scattering bywas thus adequate for this work, which uses less thaf 10
calculating multiple-scattering angles for individual small- eyents. Since the total mean free péth; Table I)) of the
angle collisions and rotating the electron spin polarization. Irelectron at thes€& values is longer than the diameter of a
their method® was set to 0.1 rad, again based on the insengold atom(~2.4 A [22]), any crystal structure of the gold
sitivity of their model to® around this value. may be neglected. Given this assumption, the method con-
sists of initializing the velocity and polarizatioPf=1) of
the incident electron to the desired values and then iterating
IV. PRESENT MODEL the sequence described in the flowchart shown in Fig. 3.
The Monte Carlo program is started by downloading the
appropriatd, S T, andU parameters, total elastic and inelas-
In this work we make the following improvements. tic cross sections, black-hole cross section, and other initial
(i) The electron scattering channels are not artificiallynumerical parameters. The electron is initiated with=1
separated into multiple or plural scattering, but are considand is fired along the direction (Fig. 1). The range of the
ered integrally at each collision point. electron is calculated using a Monte Carlo statistical weight-
(i) We follow individual electrons and do not generateing that decreases exponentially with the product of the dis-
probabilities[cf. Eq.(9)] while the electron is still in the foil.  tance traveled and the total scattering cross section. The elec-
Instead of detection probabilities, we generate electron detron can scatter in the foil through one of the three scattering
tection events. processes: (i) elastic,(ii) inelastic and detectablgvith the

A. Introduction
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TABLE II. Total elastic cross sectionsr(), elastic mean free patha (), ratios of total inelastic cross
sections §;) to total elastic cross sections, and total scattering mean free pgthdf[ oo+ oi]) used in
this work, at various€ values. The\, were calculated using the, of Ross and Fink19] and theo; from the
ratio o; / o, of Misell [24] multiplied by o, of Ross and Fink19]. See text for details. Values in italics are
interpolated.

Referencd 19] Referencd 24]

E (keV) Oe (AZ) Ae (A) Oe (AZ) Ne (AZ) giloe A (A)
10 0.807 21 2.10 8 0.080 19
20 0.545 31 1.10 15 0.082 29
30 0.424 40 0.77 22 0.085 37
40 0.361 47 0.61 28 0.087 44
60 0.281 60 0.42 40 0.090 56
80 0.240 71 0.34 50 0.093 65
90 0.219 77 0.31 53 0.094 71

100 0.203 83 0.29 59 0.095 77
120 0.185 92 0.27 61 0.096 85

ability to overcome detector retardation potentiar (iii) the same timé“stacked foil” method. We treat one foil as if
inelastic and undetectabllack-holg. The probability for it were one of the maximum thickness desired, but keep track

this choice is based on the ratio of total cross sections foef the maximum depth of any given trajectory alondf an
these processes. electron leaves the upstream foil surface, we look at its ulti-

If the electron is elastically scattered, the valuegols ~ Mate penetration depth. We then bin that scattered electron
determined from a weighting given by 6) whereasé is for ea(_:h of the foils i_n the stack with thickness greater than
determined from the terfil — S(6) P, sin¢] in Eq. (5). The the ultimate penetration depth of the scattered electron. We
polarization of the electron is then rotategy. (6)] based on thus obtain better statistics for thicker foils, so we compen-

the values off and 4, which determine the scattering plane sate by periodically adjusting the set of stacked foils so that

in the coordinate frame of the scattering center. If the procesgggcfko'Ivvvé'tthhézecgen?fgugofhrgshﬂ%enﬁg"ée;léhgafgﬁgtei:; 'nof/heer
is inelastic and theeumulativeenergy loss suffered by the ) '

electron is less than the detector retarding potentiahe several tens of cycles this method achieves comparable sta-

. tistics for all stacked foils.
electron is deemed detectable and allowed to scatter further.” +1.o stacked-foil algorithm has a major disadvantage in

Otherwise, it is terminatedblack-holg and a new electron . the statistics of stacked foils are correlated. Conse-
trajectory is initiated. In this work, we consider valueseof  qyently, in calculating errors incurred in parameters derived
=1 keV corresponding to most experimental situations. FOfrom least-squares fits to our stacked-foil data, we take the
an inelastically scattered electron, the energy loss value igverage statistical error for a single foil as representative of
selected according to the inelastic total cross section per unihe incurred statistical error. This issue will be discussed fur-
energy lossdo/dE, . The inelastically scattered electron is ther below.
differentially scattered ind and (randon) ¢ based on the Another advantage of our model is the addition of a
differential inelastic cross section. The total electron polarblack-hole(BH) cross section, defined as the portion of the
ization P is transformed and the electron’s energy is reducedotal cross section that prevents the electrons from ultimately
by E, . surmounting the retarding-field grid in front of the electron
Due to memory constraints, not all electron scatteringdetectors and being counted. The size of the BH cross sec-
angles were recorded. We economized in this by using ontion will thus depend on the energy loss required to keep an
memory bin to count all electrons that were forward scat-electron from being detected.
tered(leaving the foil by the back fageone memory bin for
all electrons that were backscattergehaving the foil by the C. Data used
front face, and a number of memory bins representing con-
centric circular ring detectors centered ab@st 120° and
¢=0°, 180°, subtending half-cone anglesé) of 10° and The elastic scattering data used here were obtained from
20° at the collision regiorfrespectively 0.098 and 0.42)sr the screened-Coulomb calculations of Ross and [Firt,
The sum of forward- and backscattered electrons constitutaghich, in the form ofS, T, U, andl parameters, were used to
a measure of the relative number of incident electrons. Agvaluate the spin-dependent elastic scattering procgsges
discussed below, we made one set of runs With=5° to  (4)—(6)].
more closely match the experimental conditions of @ayl.
[4].
We can greatly increase the efficiency of our calculations To our knowledge, there exist no quantitative doubly dif-
by considering several “virtual” foils of varying thickness at ferential cross section®DCS’s) for inelastic electron scat-

1. Elastic scattering

2. Inelastic scattering
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INITIALIZATION
Read in E, corresponding I, S,T,U parameters extinction coefficients, random number seed;
read file of foil thicknesses to be stacked; calculate integral elastic +inelastic (=total) cross-
section and partition this into its inelastic (observable) and inelastic (unobservable, black-
hole) cross-sections; clear all bins.

Y

START electron at z=0 along z; set electron’s

P=P=I.
Y
Calculate electron’s scattering point.
Is electron out of foil? Yes || e;;BcitIrlc’)’n
i.e. is 0< >t 7 .
‘e siszorz for that foil
thickness )
FIG. 3. Flowchart diagram for
No the Monte Carlo calculatiorisee
T text). The flowchart outlines the
Select elastic or inelastic or black-hole general route followed for a single
foil thickness with elastic, inelas-
\l’ \'\ tic, and “black-hole” channels.
Elastic; Inelastic; select energy Black-hole; E,_’i equalsg, for theith scatter-
select scattering © and ¢ loss; accumulate E,. STOP. ing in any given electron trajec-
in atom body frame and tory (i=1,2,...)
rotate P in this frame Go to START . D
using Eqn. 6; transform Yes
rotated P into foil frame. Do not “bin” electron.
P transformed by Eqn. 6; select

0, ¢ in atom body frame.

If |8]<90° bin as backward scattered electron;
if |8|>90° bin as forward scattered electron;
if © appropriately in range of “detector”
bin electron in appropriate 1° cone arrays
about ©6=120° , $=0°, 180° and its appropriate £ bin.

START NEW ELECTRON.

tering from gold in the electron energy range considerecan emission line to the photoabsorption cross seatig(iw)
here. However, it is possible to compute approximate highat the angular frequency, as[26]

energy inelastic scattering cross sections using Born approxi-

mation calculations based on optical data, e.g., oscillator

strengths or extinction coefficienf23]. The Born approxi-

mation is considered reasonable for small-angle scattering at f op(w)do=27°rcf, (10
these electron energies. Since total elastic scattering cross

sections are generally about an order of magnitude larger

thir::iti?wt?:]ilgE\)/:/?)Sr;(;géo'?gbﬁgcbflgﬁfir?cgviﬁreItQSGtircan?oecggses wherer g is the classical radius of the electron, and the inte-
b gration is conducted over the line profile. For a continuous

are more strongly forward peaked than elastic J2&$ one ) X . . )
should expect multiple scattering to produce a preponderancséDeCtrum the differential form of Eq10) is applicable, i.e.,
of inelastically scattered electrons in the forward direction.

In this work, we have derived the DDCS'’s from the Born
approximation based on optical extinction coefficients. We df.

- i O'p(a))=2772r00
start from the equation that relates the oscillator streffyih

do’ (1)
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df
op(w)=mhroc—. (12
p( 0 dEL
One can now write the photoabsorption cross seatigfw) Z
in terms of the extinction coefficienk,(w) [26,27, the bt
number density of gold atoms and the wavelength,, as E
>
_ 4 2
op(w)= n—)\le(a)). (13 -
S
This yields =
(w)=3.44 af (14
Op(Ww)=—0. T
p dEL R L
0 100 200 300 400 500
in units of A2, where we substitute the value of 0.059 07°A Foil Thickness ( A )
for the value ofn for gold [22] (at 20 °Q in Eq. (13). Using
Egs.(13) and(14), we get FIG. 4. A vs t for elastic scattering only. Data fitted with Eq.
(19), solid line. Data fitted with Eq(1), dashed line. Fits using Eq.
f Kp(w) (7) are almost identical to those of E(L9) and are therefore not
dE, = 56-33)\—1, (15  shown. Table Il contains a summary of parameters ghdaalues

from fits to Egs.(2), (7), and(19) (see text

where\; is in angstroms. We can write E(L5) in terms of
E (eV)=hw/2me (eis 1 esl as V. DATA, ANALYSIS AND RESULTS

A. Elastic scattering only

df
d?:4'978>< 10_3Kp(E|_)E|_. (16) Figure 4 shows the dependence Afon t with A#

L =20°, obtained from our model with elastic scattering only.
In Fig. 4 we also show the present Monte Carlo data fitted to

The theory of generalized oscillator strengths gi&3) an exponential-type functiofEq. (1)] with P, =1. A com-

df E d20 parison of the same data is also made with an analytic form
— = - K2JE/(E- E ), (17)  derived using the observations thatthe differential asym-
dE. 544 dQ dE, metry element A(t") contribution to the integral asymmetry

A from a planar foil element of thicknes#t’ located at a
distancet’ into the foil decreases with increasiri§, ap-
o ko (EL) proaching zero at' —; (ii) dA(t')— Ay ast’—0; Ayue
— — —0.27L/(E—E,)/E—" cay (18  =S(E,0,A0) for P,=1. Given these conditions, a reason-
dQ dE_ - K* able guess is thadA(t') ~Ay.exp—&’). We also assume

_— Cea g g that the efficiency for detecting electrons a distab’cénto
with d?o/dQ) dE, in A%sr*eV ™" and the momentum trans- the foil follows an absorption law, i.e., is proportional to

fer K in A™1. The available values of extinction coefficients exp(—at’), with « being a characteristic inverse length con-

for gold [27] are accurate to about 10%. _ _ trolling the elastic scattering attenuation of electrons. We
The inelastic total cross sections obtained by integrating,ote thatw is different from & or 1M o(=nog); we cannot

Eq.(18) are then normalized to the elastic total cross sectiong s ;me tha or a equals X, since the reduction oA with

of Ross and Fin{19] using the total inelastic to inelastic { jnyolves complicated differential scattering events, whereas

cross section ratios given by Mis¢R4]. The normalization  he attenuation of electrons in the foil follows the straight-

factor for our Born approximation inelastic cross-sectionsggnward absorption law. We now obtain a weighted asymme-
ranged between 0.05 to 0.2. The above procedure is based % average by integrating over the foil thickness:

the following preceptsii) The absolute values of the scatter-

which means we can get the DDCS in termsddfdE, as

ing cross sections calculated by Ross and Fink should be JLAe Er ' dr
very reliable. As expected, these calculations agree with nu- A(t)= ST
merous other calculation®.g., Ref.[18]). (ii) The absolute Joem ' dt
elastic scattering cross section measurements of Misell are

less reliable than the calculations of Ross and Fink, because Atruea(l_e7(§+a)t)

such measurements are hard to place on an absolute scale.
(iii) The relative inelastic to elastic ratio measurements in
Misell should be significantly more accurate than their abso-
lute counterparts, because such rataisheseE values can-  This form has three adjustable parameters like (Eg.but is

cel out the apparatus-sensitive parameters mention@d.in  somewhat clumsier. Nevertheless, it has a better physical ba-

T Erade ™ 19
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TABLE lIl. Comparison of thet, a, andb; parameters obtained from fitting all the data fovst for elastic scattering with Eq1), Wegener's Eq.
(7), and our Eq(19) (labeled appropriately in bottom rgwThe numbers in square brackets correspond to the power of 10.

E (keV) Ao 4 @ X5 Ao by X5 b3 [16] Ao X
10 0.215-0.002 2.31#+0.24[-3] 2.15+0.07[-2] 56 0.219-0.002 1.320.03[-2] 3.08 0.184+0.003 324
20 0.268+0.002 1.910.17[-3] 7.87+0.23[-3] 58 0.269-0.002 4.29-0.01[-3] 2.08 0.258+0.003 21.7
40  0.312+0.002 1.49-0.19[-3] 3.04-0.10[-3] 2.1 0.312-0.002 1.520.03[-3] 638 0.299+0.002 16.5
46 1.75+0.11[ 3]

60  0.345-0.002 1.730.22[-3] 2.07=0.08[-3] 24 0.343-0.002 9.36:0.24[-4] 4.7 0.334-0.002 11.3
63 1.24+0.07[ 3]
90  0.365-0.001 1.16:0.31[-3] 1.46+0.25[-3] 1.3 0.363-0.001 5.14-0.12[-4] 26 0.356-0.002 6.3
100 0.379+0.001 9.26-0.45[—4] 1.35-0.28[-3] 0.8 0.377+0.001 3.820.10[-4] 1.3 6.94+0.48[-4] 0.375-0.001 2.2
120 0.382+0.001 8.76:0.41[-4] 1.25-0.25[-3] 0.8 0.382-0.001 3.150.09[-4] 1.1 0.382:0.001 1.6
133 4.17+0.33[—4]
170 3.19+0.23[—4]
204 2.34+0.19[—4]
245 1.74+0.16[—4]
290 1.16+0.10[—4]
Eq. (19 (19 (19 (19 ™ ™ ™ ) (€N ey

sis than Eq(1). Foil-thickness extrapolations based on Eq.The coefficientst and @ determined from fits using E¢19)
(1) are discussed by, e.g., Ga&y al. [4] and Gellrich and are shown in Table Ill together with tH®; values from fit-
Kessler[2]. ting Eq. (7) to these data. Equatiofi) gave worse fits to
The results of the Fig. 4 fits using Eq4), (7), and(19) these data than did Eq&) and (19).
are summarized in Table Ill. The errors in the fitting param-  In Fig. 5 we compare our models; values Eq. (7)] with
eters include the average statistical uncertaintie standard those quoted by Hnizdpl6]. Since Eq.(7) is derived con-
deviation for a single foil in the stack of foils combined in sidering only single and double scattering, its validity is lim-
quadrature with the fitting error from the nonlinear least-ited roughly to thicknesses such thgit<1 (Table II). At
squares program which assumes equal error for all the foilE=10keV this corresponds ta<20A, whereas atE
used (one standard deviationin the stacked-foil method, =100keV the approximate range of validity extends to 100
each foil has comparable statisticsee Sec. IVB This  A. The b; values of Hnizdo are higher than ours at Bll
method of error estimation should lead to conservative ervalues by about 20%. This is not due to differences inShe
rors, since uncertainty from only a single foil is considered,T, U, | parameters, which differ above 40 keV by less than
and not the combined reduced uncertainty of the full stack ofl%. The largeb; values obtained by Hnizdo correspond to a
foils. The values ofy? are obtained using the statistical er- more rapid asymmetry reduction in the f¢gee Eq.(7)].
rors of each foil. In Sec. V B 1 we address the validity of our This is possibly the result of the fact that in Hnizdo’s model
stacked-foil data when compared to single-foil data. a multiple scattering always precedes plural scattering. This
To check this error estimation method, all data pointshias attached to multiple scattering may allow the electron to
A(t) were allowed to randomly vary about the normal distri- depolarize more quickly and may be a larger effect than an-
bution given by their standard deviation statistical uncer-
tainty = AA(t), and the new set d&(t) values were fitted to A N N RN R
the relevant extrapolation equatioh), (7), or (19). For ap- 10
proximately 30 such sets of data, the variatistandard de-
viation) of the extrapolateddy[ =A(t=0)] values or those
of the other coefficients in Eq1), (7), or (19) [e.g.,b; in Eq.
(7)] compared satisfactorily with our error determination
above. In all cases the second method gave standard devia-
tion errors that averaged 20—30% lower than our method.
From Table Ill, it is clear that the fits using Eqg) and pon
(19) are both reasonable, b(liased on thg? values quali- i
tative, especially at lovE values. These fits give extrapo- 0 50 100 150 200 250 300
lated Ay values significantly different fromS(E, 6,A 0) E(keV)
(=Ayye of Table |, i.e., outside the sub-1% error bars of the
data forE<60 keV. Thexi values indicate that the fits using FIG. 5. Comparison ob; values derived from fitting Eq(7) to
Eq. (19) are somewhat better than those of Ef). as one our elastic scattering dat®) and theb, values of Hnizdd16] (O).
would expect, given the extra degree of freedom in[@#§).  See also Table Ill and discussion in the text.
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ticipated. This conclusion was also reached by Qiao and

Kakizaki [17]. Moreover, Hnizdo’s method allows the elec- t (A)

tron to travel farther through the foil. By deflecting the elec-

tron through a cumulative multiple-scattering angle the elec- F|G. 7. A vs't plots for elastic plus black-hole scattering Bt

tron trajectories are elongated by a factor of one divided by=20keV, for various BH cross sectioi8?) ande=0. TheAd of

the cosine of the accumulated scattering angle. The increasesk detectors is 20°. The error bars are the statistical errors, and are

trajectory length will produce loweA values. approximately the same for each foil because of our stacked-foil
As a point of interest, we investigatéddvst atE=10, 20, algorithm(see text The solid lines are drawn to guide the eye.

and 40 keV when the cross section for elastic small-angle

(multiple) scattering ¢<20°) was set to zero. We found that  Figure 7 demonstrates the strong effectfoaf increasing

the reduction ofA due to forward(multiple) scattering iS the BH cross section in our model &=20keV. As the

rapid in the first few tens of angstroms of the foil. For largerp|ack-hole cross section increases, fewer and fewer electrons
t the normalA values remain about 15% below tAevalues  that have undergone depolarizing plural scattering are de-

with the reduced multiple scattering. tected. In effect, only electrons scattered from an increas-
ingly thin surface layer contribute to the measured asymme-
B. Elastic plus inelastic scattering try, resulting in higher asymptotic values Afast—o. This

asymptotic behavior is evident M as well, and is shown in
Fig. 8. At higherE, the total elastic cross section falls rapidly
We now turn to the case where inelastic processes occuandA does not reach a saturated value for the range of thick-
but only elastically scattered electrons are observed. Thus theess we consider here.
role of inelastic electron scattering processes is considered In Fig. 8 we also compare the results of runs in which we
without having to account for the energies of the unobservedsed single foils of varying thickness as opposed to the more
electrons(black-hole evenis Figure 6 shows the detected efficient stacked-foil method. Our single-foil results show
count rateN as a function of for elastic scattering only, and excellent agreement with the stacked-foil data and confirm
for elastic plus black-hole scattering. Both curves show arour expectation that the stacked-foil method should give re-
approximately exponential increaseMfwith respect td for sults equivalent to those obtained with single foils. This ob-
smallt. This is followed by an inflection point in both cases. servation also provides support for the method of error esti-
This inflection characteristic has also been observed expermation used in analysis of the stacked-foil resu$ise Sec.
mentally by Gayet al. [4]. The inflection point inN vstis VB2).
consistent with a dominance of inelastic over elastic scatter- Using total elastic to total inelastic cross-section ratios
ing for thin foils for the black-hole algorithm. In the case of from Ref.[24] (see Table I} and the total elastic cross sec-
elastic scattering only, the infinite- thickness behavioNof tions of Ref.[19], we calculated the integrated BH cross
vs t must still be asymptotic, which requires an inflection sections. For example, &=20keV we used 0.082 of the
point. elastic cross sectiof0.545 &) to give an inelastic cross

1. Black-hole treatment of inelastic scattering
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FIG. 8. Graphs s_howmg behavior &f (upper graph andN 0 200 400 600 800 1000
(lower graph as functions ot at E=20 keV. The BH cross section
is 0.0449 & (=0.082 of the elastic cross sectjoThe A6 of the t (A)
detectors is 20°. Legen@®, stacked foilsO, single foils. The solid
line is a fit to Eq.(1) for the single-foil dataminimum foil thick- FIG. 9. Avst for elastically scattered electrons<0) for vari-
ness is 20 A see text. The dashed line is a fit using the form of o5 E values (black-hole model Legend: O, present work;®,
Eq. (21). experiment of Gayet al. [4] (e=4eV); A, experiment of Uhrig

et al. [28] (e=~0 eV). See text.

section of 0.0449 A(see also Table }I We compare our BH
model (with A 6=20°) to the experimental work of Gay

et al.[4] and Uhriget al.[28] in Fig. 9 for all E values used A L B
in the experiment. Excellent agreement is found between ex- ]
perimentpand our model cons?dering that we hold fixed the 0.25 Atrue=0.260 10keV E
BH cross section, our most sensitive parameter. However, 7
there remain some disagreements between our model and the 0.20 3
experimental data at largewvalues, especially fz\)r those data 015 E ]
that have very small error bars, e.g., t6+682 A atE=20 S X B
and 60 keV. This problem may be model related since we E Eff%%if%f rxrz gs
have been forced to use large solid angles for our detectors in 0.10 a3 EEEEEEEEEE E E E E
order to acquire adequate statistics. However, a large part of A F } \ Ll
the disagreement appears to be due to the experimental data. - AR RS
For example, aE=20keV andt=682 A, theA value from 0-30§ Atrae=0.298 7
experiment is larger than its value at 341 A, which is not 0.28 7
physical. In our comparison with the data of Getyal. [4] 0.26 20keV -
we have normalized their data to our theory at their smallest 024 4
foil thickness of 34 A. We note that at 40 and 100 keV T 7
agreement between our model and experiment is excellent 0.221 %1 .
over the entire range of foil thickness. We have normalized 020 =
the data of Uhriget al. to ours att=400A, because of the 0.18 %Eiiiiiiﬁ % % % x
excellent agreement between their data and ours in this range P T ——
of t. However, their experimental data do not exhibit the 0 200 400 600 800 1000
nonlinear rise inA indicated by our model fot<400A. t (A)

This deviation of experiment from our model is not presently

explainable, and it is also in disagreement with the experi- FIG. 10. Variation ofA with detectorAd, for E=10 and 20 keV.

mental data of Gagt al. [4]. Legend: O, A9=5°; X, A9=10°; and®, A #=20°. TheA val-
It is important to note that in the above comparisons outues for the different\@ data are normalized to the§=5° data at

A 6=20° differs from the experimental values Af§~0.5° t=3 A to highlight the relative shapes of these cur¢sse text
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TABLE IV. Fitting statistics for the present BH model farvst using Eq.(1) and(19) for differentE, A¢, and minimum foil thicknesses. The
minimum foil thickness used in the fit is given in the topmost row in parentheses. Eq(2tijois used to fit theN vst data to obtair™.
The maximum foil thickness used is 1000 A. Thg,. values P,=1) are taken from Table |. The numbers in parentheses are errors in the
least significant digits.

E(keV) A0(ded aApe APBA 2 A BA 2 TBARYH IMBAR™Y A B0A x2 A (BOA x2 Ay (2004 y2

10 10  0.254 0.24@) 0.15 0.2495) 0.18 0.016812) 0.01374)  0.2199) 0.16 0.21811) 0.37 0.2085) 0.20
10 20 0.228 0.224) 0.19 0.228) 0.23 0.021012) 0.01394) 0.1907) 0.11 0.17%7) 0.27 0.1704) 0.23
20 10 0.294 0.292) 0.22 0.2902) 0.26  0.00884) 0.00912) 0.2847) 0.16 0.2885) 0.34 0.2693) 0.39
20 20 0277 0278 0.7 0.2742) 0.17 0.00944) 0.00941) 0.2644) 0.3 0.2624) 0.30 0.2602) 0.33
40 10  0.334 0.332) 020 03312 024 0.0053) 0.006@3) 0.3282) 0.23 0.3243) 0.27 0.328) 0.30
40 20 0319 0.31@) 033 0.3172) 0.35 0.0057) 0.00601) 0.3124) 0.31 0.3104 0.33 0.31(2) 0.37
60 10  0.359 0.36@ 0.33 0.3612) 0.40 0.00383) 0.00452) 0.3542) 0.25 0.3543) 0.28 0.33%2) 0.33
60 20  0.344 0.34®) 0.30 0.3442) 0.36 0.004R) 0.00471) 0.3392) 0.17 0.332) 0.27 0.3362 0.30
90 10  0.383 0.38B) 0.19 0.3823) 0.23 0.0035) 0.00351) 0.3802) 0.15 0.3763) 0.18 0.3708) 0.20
90 20  0.368 0.36@ 0.15 0.3692) 0.19 0.00383) 0.00381) 0.3683) 0.10 0.3643) 0.19 0.36(2) 0.23
100 10  0.390 0.392) 0.19 0.3922) 0.21 0.0027) 0.00261) 0.3892) 0.13 0.3883) 0.15 0.3843) 0.18
100 20  0.374 0.378) 011 0.37§) 0.13 0.0022) 0.00271) 0.3732) 0.10 0.37%) 0.12 0.3673) 0.14
120 10 0.399 0.398) 0.20 0.3972) 0.24 0.001%) 0.00261) 0.3982) 0.11 0.3972) 0.15 0.3942) 0.18
120 20  0.383 0.382) 0.22 0.3822) 0.23 0.0022) 0.00281) 0.3832) 0.14 0.38%) 0.5 0.3772) 0.17

Eq. D (€8] (19 (19 D (21 (8] (€8] D (€8] (€8] (€8]

[4] or =~5°[28]. To justify usingA §=20° we show in Fig. with A’"+C=Ay,. This is because the conditiodA(t)

10 the extent to whictf is affected whem\é is reduced at —0 ast—o [ see condition(ii) in Sec. V Al is not met.

E=10 and 20 ke(We do this aE=10 and 20 keV because  (b) Comparison between exponential.fits Table 1V, we

this is where the solid-angle effect should be most procompare the extrapolate&,, using Eqgs(1) and(19), with

nounced and our statistics are bp#¢e note that theelative  our A9=10° and 20° data using varying minimum foil

change inA between theA§=5° and 20° data atE  thicknesses in the fit. We have already commented on the

=10keV is about 40% at=1000A, and significantly out- dependence oA vs t curves as a function aké. From the

side the two sets of error bars. This is the worst caseE At table, we observe that, for extrapolationg 00 using a full

=20keV the maximum difference at largeis reduced to  range of foils, both Eqs(1) and (19) yield Ay,e, within at

~49%. This makes comparison of our largé-calculations at  most twice their fitting uncertainties. We note that tp#

20 keV and above with experlmenotal data reasonable. Wgajyes for these fits are all well below 1. However, thgée

note the larger error bars on the&=5° results due to poorer \5,es are underestimates, since the asymmetries for the

statistics. various stacked-foil thicknesses are correlated. As a check,

single-foil data taken & =20 keV andA #=20° (minimum

foil thickness 20 A; see Fig.)ditted to Eq.(1) give a value
Gay et al. [4] and Fletcher, Gay, and Lubdlb] discuss  of A,=0.276+0.005 with ay? of 1.85. With the same data

the various functional forms for extrapolation 6fto the  ysing Eq.(19) we get a value of\,=0.277+0.005 withx,%

single-atom scattering limit. In addition, Wegend2,13, =2 25 From this we conclude that E(l) used in several

Greenberget al. [14], and Braicovich and de Michelisl5]  past experiment§2—5] is adequate for extrapolation pur-

have suggested the use of E@) and variants of it for ex- poges.

trapolations at higlt values. Several observations from our " (¢) Foijl-thickness-related extrapolatiorigable V summa-

r_nodel that have important ram_ifications for such extrapolayizes the results of extrapolatind(t) and its reciprocal ta

tion methods are now summarized. ~ =0 or N=0 using various fitting forms. From Table V we
(a) Comparison between Wegener-type and exponentiabhserve that exponential-type extrapolations are the most re-

type formsFits using exponential forn{€qgs.(1) or (19)]t0  jiaple. Both the exponential forms ofAkst andA vst give

real data or our model data with inelastic scattering shouldycyracies better than 1% when using foils in the complete

be better than fits to pure elastic scattering model results. Thﬁ‘ange of 3 to 1000 A. However, when we limit the thinnest

attenuation of electrons by inelastic processes cals&s  fyj to 30 A,! the situation worsens and sub-1% extrapola-

reach a nonzero asymptotic value for latg&ig. 7), which  ions are reached only @&=60keV. Our worst-case ex-

is allowed in Eqs.(1) and (19). In Eq. (7), A tends to an  apolation at 10 keV misses,,. by about 2.5%. Our model

asymptotic value of zero. Therefore, for the present purposegis, indicates that both exponentiahlVs t and exponential

ECI-PE7) is not applicable, even if a correction to it is made a st extrapolations are equivalent and perform essentially
such as

2. £=0 foil thickness extrapolations

A(t)==~ - +C, (20 1The 30 A limiting foil thickness is chosen here, since it is com-
1+bs(E, o)t parable to the thinnest foil used [#].
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TABLE V. ExtrapolatedA, values from(column labels A, A(t)=ag+bgt; B, A(t)=a;+be” 't C,
A(t)=a,+b,N(t); D, 1/A(t)=a,+by,t; E, 1VA(t)=ag+bse T"; F, 1/A(t)=ag+bgN(t), where thea,_g,
by_g parameters are fitting constants. The upper part of the table is for foil thickness in the range of 30 to
1000 A and the lower part is for the range of 3—1000 A with=20 deg. Numbers in parentheses are errors
in the least significant digits. Numbers in italics are jfevalues.

E (keV) A B C D E F Avse
Fits using foils 30 A and greater
10 0.13411) 0.19Q7) 0.18936) 0.13255) 0.1986) 0.20615) 0.228
7 0.11 21 11 0.12 42
20 0.21612  0.2644)  0.2584)  0.21513) 0.2614)  0.2884)  0.277
8 0.13 13 42 0.35 9
40 0.28%9) 0.3124) 0.3093) 0.2899) 0.3034) 0.3243) 0.319
14 0.31 2.1 19 0.24 2.1
60 0.32@6) 0.3392) 0.3393) 0.3205) 0.33712) 0.3413) 0.344
8 0.17 0.85 6 0.11 0.82
90 0.35%5) 0.3653) 0.3653) 0.3564) 0.3634) 0.3653) 0.368
1.17 0.10 0.33 1.04 0.16 0.67
100 0.3643) 0.3732) 0.3752) 0.3652) 0.3712) 0.3762) 0.374
0.22 0.41 0.19 0.54 0.10 0.54
120 0.3742) 0.8382) 0.3842) 0.3762) 0.3812) 0.3852) 0.383
0.35 0.10 0.33 0.29 0.10 0.34
Fits using all foils
10 0.16743 0.2244) 0.2118) 0.159198) 0.2235) 0.2276) 0.228
49 0.19 240 10 0.20 175
20 0.24Q13) 0.2752) 0.2712) 0.237198) 0.2733) 0.2855) 0.277
33 0.17 19 13.00 0.22 24
40 0.3018) 0.3162) 0.3182) 0.2999) 0.3213) 0.3114) 0.319
40 0.33 1.41 35.00 0.99 1.95
60 0.3287) 0.3442) 0.3432) 0.3316) 0.3413) 0.3423) 0.344
19 0.30 0.61 13.70 0.34 0.82
90 0.36%5) 0.3692) 0.3682) 0.3645) 0.3682) 0.3673) 0.368
1.11 0.15 0.40 2.50 0.11 0.30
100 0.3722) 0.3752) 0.3763) 0.3712) 0.3742) 0.3722) 0.374
0.405 0.11 0.37 0.762 0.10 0.87
120 0.3802) 0.3812) 0.3833) 0.3803) 0.3812) 0.3832) 0.383
0.56 0.22 0.51 0.57 0.154 0.41

the same with regard to extrapolation precision and accuracy vs t extrapolation from thé\, . values for several limited

Therefore for foil thickness extrapolations we again recom-oil ranges(see also Table I\ At the lowest energies, it is

mend exponential forms such as Ef), as are also recom- apparent that extrapolations accurate to better than 1% are

mended by Gagt al. [4]. not obtainable even with the usé ® A foils. At 120 keV,
From Table V we see that linear extrapolations are precissub-1% accuracy is possible even with the thinnest film be-

in the sub-1% region only at higi=100keV values. The ing =50 A thick. These results are summarized further in

guantitative results in Table V support the arguments pufig. 12, which shows the minimum foil thickness required to

forward by Gayet al.[4] to explain the problems associated extrapolate toA,. with accuracies of 1% and 2%.

with determiningA at lower E. The results clearly show (d) N-type extrapolationsSince the yield of elastically

that it is not possible to linearly extrapolate properly to zeroscattered electrons is dependent on the absorption of elec-

foil thickness at lowE values with a restricted set of foils. trons into inelastic channel$y can be expected to behave

For example, in the measurements of Campleeldl. [8], similarly to an absorption-type formula of the form

whose minimum foil thickness was 130 &) linear extrapo-

lations with E<<100 keV will fall markedly below theA e N(E,t,0,e)=N(E,»,0,e){1—exd —I''(E, 0,¢)t]},

value in a manner that is uncorrectable by simple, linear (21

algorithms. With thin enough foils, one should be able to

extrapolate accurately #,,even at 10 keV. But, one might which is very similar to the inverse of E¢l) with an energy

ask, how thin is thin enough? loss parametel’ replacing the asymmetry reduction param-
In Fig. 11 we summarize the deviations of our exponentiakterI'. It provides an excellent fit to thi vs t results from
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our model(Fig. 8. Such a behavior has been observed ex- N (arb. units)

perimentally[4,5]. One might thus expect a linear depen-
dence ofA(t) vs N(t) based on the seemingly inverse be-  FiG. 13. Plots ofA vs N at variousE values, forA 6=20°. The
havior of A vs t. However, our plots ofA(t,e=0) vs  dotted lines are least-squares fits to E2}. The extrapolated values
N(t,e=0), shown in Fig. 13, are not linear, but show “0s- of A, are given in Table V together with the correspondipf
cillatory” behavior about a straight line fit which becomes values.

more pronounced with decreasiigThese oscillations were

not observed by Gagt al. [4], possibly because of their cross-check the results of asymmetry fits, or used if accurate
relatively small number of data points. This nonlinearity canknowledge of relative foil thicknesses is missing.

be predicted from the data of Fig. 8, where we find slightly  (e) Comparison of accuracy of extrapolations with experi-
different exponential constants for the two data sets. Consenent We compare ouA and 1A vs N andt extrapolations at
quently, one would expedk vs N extrapolations to be less E=100keV with the experimental data taken by Gayal.
reliable thanA vst extrapolations. This is observed in Table [4] in Fig. 14. We have normalized thefr and N values to

V, where linearN-type extrapolation$Eq. (2)] give fits that  our values at 34 A. We find that linear fits ofAlLandA vs t
have largery? values than exponential foil thickness ex- andN to their data and our data result in mean values\of
trapolations. Nevertheless, even with this oscillatory behavequal to 0.3740.002(A,1/A vst) and 0.373 0.003(A,1/A

ior, by using 1A or A vs N fits we obtain extrapolated, Vs N; also see Table V for comparisprThese show agree-
values close to thé,. value with deviations similar to the ment with theA, . value of 0.374 with less than 1% uncer-
exponential thickness extrapolations. At high eneidyex-  tainty.

trapolations perform as accurately as thickness extrapola- In Fig. 15, we compare I/obtained with Eq(1) fitted to
tions. Extrapolations wittN are also useful in that they can our BHe=0 results, /'’ [Eq. (21)] obtained by fittingN vs

be used to determine if the foil is saturated or not, i.e., if thet, and\, andX; for electrons, derived from the data of Misell
scattered electron count ratéor A) has reached its
asymptotic thickness limit(In this case, it is fruitless to use
a thicker foil to get more signalThey can also be used to

1027 ‘HHHH‘;
£ 3 E
S T o O 1% z 3
i K— 2% T BT ST P IR I R PRE
P 0 200 400 600 800 0 2 4 6 8 10
100 L : t (A) N (arb. units)
10 20 30 40 50 60 70 80 90 100110120
E(keV) FIG. 14. A,1/A vs t,N at e~0 andE=100keV. LegendO,

present work with linear fi¢solid line); @, experiment of Gat al.
FIG. 12. Estimated minimurhvalues required, when El) is [4] (=4 eV); the dashed line is a linear fit to the experimental
used, to extrapolate to withii®) 1% and (X) 2% accuracy values. The experimental data are normalized to our model results
of Ayge- att=34A.
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E (keV) including an estimate of experimental electron optical transmission

(see text
FIG. 15. Comparison of electron scattering mean free paths for
elastic and inelastic scattering from gold as a functiofeoThese ~ Only the 40 keV results are reported here. Energy losses
are taken from Table Il or from fits using Ed4) and(19). Legend: ~ greater than 1 keV were placed in the black hole.

O, N from Ref.[19]; @, \; from Ref.[19] using o; /o, ratios of In Fig. 16 we compare ouh vs ¢ results forE=40 keV
Ref. [24]; average ofl','" parameters], Ref. [4]; X, present andt=1000A with the measurements of Grayal.[9] and
work with error bars. See text. Dunninget al.[10]. Their data were obtained with mini-Mott

polarimeters. The exact functional formAfvs e depends on

[24] and Ross and FinkL9]. This comparison is made to test experimental specifics. In order to get good agreement with
an earlier suggestion by Gay al.[4] that both 1" and 1" the experimental data, we had to use dife) curve modi-
should correspond th;. We observe that our values ofl’1/ fied by an approximate estimate of electron optical effects
and 1I'’ are in close agreement with each other within errorPresent in their apparatus. We have also used a detection
bars, and with those of Gast al.[4]. Hence in Fig. 15 we €fficiency that rises linearly witk as discussed in Refs4],
compare the average of olirand '’ values with those of [8], and[29]. These results, which agree qualitatively with
Gayet al. C|ear|y, our average and Gay al’s data are very experiment, give us confidence in the general Va||d|ty of our
different from both\, and\; . In our model we use the;'s ~ energy loss model and inelastic cross-section calculations
derived from a combination of Misell's and Ross and Fink's (Sec. IV C 2. Unfortunately, the widely varying electron op-
data, from which we observe excellent agreement with exical details of different apparatus make quantitative com-
perimental asymmetry results. We are led to conclude tha@arisons between our model and various experimental data
elastic cross sections, inelastic cross sections, and mean frégts difficult.

paths used in our model must be correct, and thBtahd

1T do not correspond directly to, or \;, in disagreement VI. CONCLUSIONS AND SUGGESTIONS

with Gay et al’s supposition. We also find that the values of FOR FUTURE WORK

1T and 1I'' lie in between\, and \;, showing that the - . :
reduction inA and the increase df with t depend on both The present work has shown that it is possible to model in

elastic and inelastic scattering processes. The former scatteg%crjﬁtggﬁg’ fg.llj?Qrt't::ge_l_‘r’]v:yd;hilgrrp.cfssef?;c'\tﬂsogf smcaﬁgerllgg
the electrons into/out of the detector, while the latter reduce d IurIaI scl:atte?in .have beZn ngr'n grehensivel ir:JcIILE)ded
the electron energy below the detection threshold and caus P 9 b y '

a loss of elastically scattered electrons. rom this m_odel, we find the following.
(i) To reliably reachA,. values one needs to observe

elasticallyscattered electrong: & 0) and extrapolate to zero
foil thickness with extremely thin foils. This means that ac-
We now consider maximunfcumulative energy lossse  curate Mott electron polarimeters require retardation optics
extrapolations by including inelastic energy loss. In suchplaced in front of their detector@s schematically shown in
cases the extrapolations are done for a fikadd variablee. Fig. 1. This confirms the same conclusion reached by Gay
In this model the polarization of the inelastically scatteredet al. [4]. For A vs t extrapolations withe =0, exponential
electron is transformed in the same way as for elastic scaforms such as Eq$l) and(19) should give accurate extrapo-
tering (Sec. IV A). One should expect a reduction Afas lations with errors in principle less than 1%, provided that
multiple/plural inelastic electrons are allowed to pass the reE=40keV and the minimum foil thickness &30 A.
tardation grids, i.e., as is increased. In our calculatioris (i) From a practical viewpoint, several thin foils, all with
values of 10, 20, and 40 keV were considered, with energy<100 A, are necessary to enable reliabéxtrapolations at
loss bins in the range of 0—1 keV and in increments of 10 eVall energies considered in this paper. Fovs t extrapola-

3. Dependence of A o
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tions a recommended, practical selection would be 10, 3Cgters with large 4 6>5°) AQ values. This could be made,
100, 150, 250, 500, and 1000 A. Based on our model, these.g., by using variable apertures placed in front of the detec-
foils would adequately providé\ vs t extrapolations with  tors (which could be, e.g., multichannel plate$hese mea-
precision in the sub-1% area f&=40keV. surements could be directly compared to our present model
(iif) The quasiexponential dependence of elastic scatteringith excellent statistics, and would be useful in terms of
A values on bottN andt is characterized by a decay constantoptimization of the figure of merit of the electron spin polar-
between the inverse of the elastic and inelastic mean freeneter[1].
paths. (v) Investigation ofA vs N behavior with largeAd. This
(iv) In practice,Ay,e Values show significant dependence would be very useful in checking the details of our model
on the solid angleAQ) subtended by the detect¢fable ).  regarding the marked oscillations at Idawalues(Fig. 13.
This means that detector solid angles need to be accurateljyowever, this requires a large number of closely spaced foil
known. Having met this requirement, however, polarimeterghicknesses or a graded-thickness foil that could be displaced
have a better detection efficiency whaAfl is large to opti- perpendicular to the electron beam.
mize their figure of merit, viz.P?l (see[1]). (vi) The extension of all the above to thorium foils. This
(v) The functional dependence éfon ¢ is complicated is very useful because, unlike gold, the thorium inelastic/
by apparatus-specific electron optical considerations. It i®lastic ratios are not available and consequently these must
thus prudent to use foil thickness extrapolations with rejeche theoretically estimated. Experimental asymmetry values

tion of inelastically scattered electrons to determinge. would also be extremely useful for comparison with our
We now suggest some possible directions for future exmodel.
perimental and theoretical work relevant to this effort. In the future, this work could be accelerated by using

(i) Measurements of high-energy differential elastic andfaster computers to extend our calculations to highemd
either integral or differential inelastic cross sections. ThesesmallerA# values.
data would be useful for checking the values used in this
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